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Stress
Justification & Approach
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•Negative Life Impact


•Low Mental Physical Health[2]

•Physiological Signals correlated[2,4]

Multi-sensor Machine Learning

Stress Detection

Simple

Explainable



Dataset



SMILE
Momentary Stress Labels w/ ECG, SC & ACC

45 people

4

86% ♀14% ♂

8.7 days per person Stress Assessment

* Image copyright IMEC, Belgium

Chillband©

• Skin Conductance (SC)


• Skin Temperature (ST)


• Accelerometer (ACC)

*

Health Patch©

• ElectroCardioGram (ECG)


• Accelerometer (ACC)

*

[10]



SMILE
Features Given
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Hand Crafted

• 8 for ECG


• 8 for GSR1


• 4 for ST

1 Galvanic Skin Response, related to Skin Conductance

Deep Features

• Enconder-Decoder 
Unsupervised Learning


• ECG only


• Conv1D (256)


• LSTM (64)

• 1-7 stress scores


• Binarized


• 50-50 distribution

2070 Labels

1min 60min

…

• 60min window


• 5 Minute-aggregation

Data Window



• 0.05% empty values

SMILE
Data Exploration
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Missing Data
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• 27.25% flatlines

GSR Features HR Features ST Features

ECG

GSR

ST

Correlation

• Pearsons’ ρ


• Spearman’s ρ


• Kendall’s τ

[13]



Classification Procedure



Data Preparation
Preparation & Methods

Reduced Timestep
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1min 60min

…

Last 10 min[10,16]

ML Classifiers

• Gaussian Process


• QDA


• SVM


• Gaussian NB


• KNN

• Decision Tree


• XGBoosted Tree


• AdaBoosted Tree


• Random ForestDimensionality Problem
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Last 10 min

(2070, 10, 8)

(2070 × 10, 8)
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Single-sensor models
Pipeline
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Multi-sensor models
Pipeline
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Feature Data ML Models Predictions Fusion 
Strategy

Ground 
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Final 
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! Tested all combinations

! ML fusion strategy



Evaluation
How to confront results
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10-fold Cross Validation

Train Set Test Set

Accuracy ± standard error*
Accuracy

F1-score

Explain Results

Most important features?

Most important timestep?



Results



Single-sensor models
Results
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Fig. 2: Overview of our multi-sensor approach.

We then performed feature selection using the mutual
information [17], which measures the mutual dependence
of two variables. We did not observe any performance
improvement when adopting it. Accordingly, we used all the
features in the classification pipeline.

4) Multi-sensor models: We then investigated the use of
multiple sensors to detect stress. The other objective laid out,
in this setting, was to aid the explainability of the detection
model. Based on this, we trained N independent models,
where N is either 2 or 3 sensors, over the "unravelled"
labels; and then used a fusion method to join the N · T
predictions, i.e., the 10-values in the timeseries per sensor.
Figure 2 shows the mutlimodal approach applied in more
detail. Different combinations of ML sensor models, as well
as fusion methods, both ML-based or not, were tested. As
for the fusion modality, it was also tested whether using
probabilities, i.e., instead of a label, the confidence that the
classifier gives for the prediction, or directly label predictions
could give different results. Feature selection was tested here
was well, but without interesting results.

5) Evaluation Procedure: All models were trained and
tested on the "train set", as provided for the competition,
using a 10-fold cross validation procedure, with accu-

racy as performance metric, and standard errors with 68%
confidence. We further evaluated the performance of our
approach on the test set through the automatic platform
CodaLab (https://codalab.org/). This was used
only to confront the best models, identified through the cross
validation procedure, as to avoid introduction of bias, e.g.,
overfitting on the test set [18].

For the model identified as best, through the test set
accuracy, as obtained in Section IV, a description of its
results shall be provided, based on simple explainable AI
practices [19]. Namely, which features, for the two signals,
bear the most importance; and which timestep and sensor,
during the model fusion, is more important. Both were
obtained using an accuracy-based feature permutation [20]
metric. We also calculated a confusion matrix, averaged
over the cross validation folds, to identify how the model
performs.

IV. RESULTS & DISCUSSION

1) Single-sensor models: As mentioned before, different
techniques to deal with the dimensionality of the input data
were tested. Table I shows the accuracy of the classifiers in
comparison to the baseline, using the unravelling technique.

ML Model \ Sensor ECG GSR ST
Gaussian Process 58± 3 40± 3 60± 3

SVM 58± 3 44± 4 59± 4
Naïve Bayes 54± 3 49± 6 57± 5

AdaBoost 54± 3 50± 3 56± 3
KNN 50± 2 49± 1 51± 2
QDA 51± 2 48± 6 59± 4

Uniform Random Baseline 50 ± 2
Biased Random Baseline 52 .75 ± 0 .06

TABLE I: Accuracy (%) for some classifiers and sensors
(single-sensor)

Single-Sensor Model SVM GP
Fusion Technique CV Test CV Test

Average 59± 3 51.52 60± 3 54.67
Gaussian Process 60± 3 52.74 61± 3 52.33

SVM 60± 3 53.14 59± 3 51.42
AdaBoost 59± 3 54.56 60± 3 51.72

QDA 55± 3 54.16 57± 5 56.19
Uniform Random Baseline 50 ± 2
Biased Random Baseline 52 .75 ± 0 .06

TABLE II: Accuracy (%) for combination of ML models and
Fusion Techniques for the ECG+ST multi-sensory approach.
Test accuracy is with two decimals, as provided by CodaLab.
All others are rounded according to their standard error.

The accuracy level is modest for all models, even though
above a random baseline, but nonetheless in line with the
results obtained by [10]. Some classifiers performed better
than others, e.g., SVM and GP, with somewhat consistency
among sensors. As for sensors, ECG and ST have similar
results, while GSR models are not statistically different than
the random baseline, as might have been expected from the
correlation analysis.

2) Multi-sensor models: In the multimodal apprpach, we
used only the GP and SVM models, as they have shown to
perform best for the single sensor experiments. As for the
combination of sensors, while all were tested, meaningful
results were possible only when using ECG and ST together,
aligned with what obtained for the single-sensor approaches.

A decision to use the probability predictions, for the
fusion phase, was taken, as opposed to the label predictions.
During our tests, no discernible difference could be found
between the two, when using cross-validation over the train
set. However, from some performance benchmarks over the
test set, was found that the probability predictions did indeed
perform slightly better, given the same initial conditions.

Table II reports the classification results using the multi-
sensor fusion technique applied on the prediction probabili-
ties. In this case, since the results over the cross-validation
technique were, most of the time, not statistically significant
with one another, the accuracy over the test set, is also
reported. The models used for the ECG and ST features
were always the same together; some tests with different
combinations were constructed, but at best the same results
were obtained, and at worst a decrease in performance. From
this analysis, the best model can be identified as the one
which uses a Gaussian Process for the first phase, over both
ECG and ST features, and a Quadratic Discriminant Analysis
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We then performed feature selection using the mutual
information [17], which measures the mutual dependence
of two variables. We did not observe any performance
improvement when adopting it. Accordingly, we used all the
features in the classification pipeline.

4) Multi-sensor models: We then investigated the use of
multiple sensors to detect stress. The other objective laid out,
in this setting, was to aid the explainability of the detection
model. Based on this, we trained N independent models,
where N is either 2 or 3 sensors, over the "unravelled"
labels; and then used a fusion method to join the N · T
predictions, i.e., the 10-values in the timeseries per sensor.
Figure 2 shows the mutlimodal approach applied in more
detail. Different combinations of ML sensor models, as well
as fusion methods, both ML-based or not, were tested. As
for the fusion modality, it was also tested whether using
probabilities, i.e., instead of a label, the confidence that the
classifier gives for the prediction, or directly label predictions
could give different results. Feature selection was tested here
was well, but without interesting results.

5) Evaluation Procedure: All models were trained and
tested on the "train set", as provided for the competition,
using a 10-fold cross validation procedure, with accu-

racy as performance metric, and standard errors with 68%
confidence. We further evaluated the performance of our
approach on the test set through the automatic platform
CodaLab (https://codalab.org/). This was used
only to confront the best models, identified through the cross
validation procedure, as to avoid introduction of bias, e.g.,
overfitting on the test set [18].

For the model identified as best, through the test set
accuracy, as obtained in Section IV, a description of its
results shall be provided, based on simple explainable AI
practices [19]. Namely, which features, for the two signals,
bear the most importance; and which timestep and sensor,
during the model fusion, is more important. Both were
obtained using an accuracy-based feature permutation [20]
metric. We also calculated a confusion matrix, averaged
over the cross validation folds, to identify how the model
performs.

IV. RESULTS & DISCUSSION

1) Single-sensor models: As mentioned before, different
techniques to deal with the dimensionality of the input data
were tested. Table I shows the accuracy of the classifiers in
comparison to the baseline, using the unravelling technique.

ML Model \ Sensor ECG GSR ST
Gaussian Process 58± 3 40± 3 60± 3

SVM 58± 3 44± 4 59± 4
Naïve Bayes 54± 3 49± 6 57± 5

AdaBoost 54± 3 50± 3 56± 3
KNN 50± 2 49± 1 51± 2
QDA 51± 2 48± 6 59± 4

Uniform Random Baseline 50 ± 2
Biased Random Baseline 52 .75 ± 0 .06

TABLE I: Accuracy (%) for some classifiers and sensors
(single-sensor)

Single-Sensor Model SVM GP
Fusion Technique CV Test CV Test

Average 59± 3 51.52 60± 3 54.67
Gaussian Process 60± 3 52.74 61± 3 52.33

SVM 60± 3 53.14 59± 3 51.42
AdaBoost 59± 3 54.56 60± 3 51.72

QDA 55± 3 54.16 57± 5 56.19
Uniform Random Baseline 50 ± 2
Biased Random Baseline 52 .75 ± 0 .06

TABLE II: Accuracy (%) for combination of ML models and
Fusion Techniques for the ECG+ST multi-sensory approach.
Test accuracy is with two decimals, as provided by CodaLab.
All others are rounded according to their standard error.

The accuracy level is modest for all models, even though
above a random baseline, but nonetheless in line with the
results obtained by [10]. Some classifiers performed better
than others, e.g., SVM and GP, with somewhat consistency
among sensors. As for sensors, ECG and ST have similar
results, while GSR models are not statistically different than
the random baseline, as might have been expected from the
correlation analysis.

2) Multi-sensor models: In the multimodal apprpach, we
used only the GP and SVM models, as they have shown to
perform best for the single sensor experiments. As for the
combination of sensors, while all were tested, meaningful
results were possible only when using ECG and ST together,
aligned with what obtained for the single-sensor approaches.

A decision to use the probability predictions, for the
fusion phase, was taken, as opposed to the label predictions.
During our tests, no discernible difference could be found
between the two, when using cross-validation over the train
set. However, from some performance benchmarks over the
test set, was found that the probability predictions did indeed
perform slightly better, given the same initial conditions.

Table II reports the classification results using the multi-
sensor fusion technique applied on the prediction probabili-
ties. In this case, since the results over the cross-validation
technique were, most of the time, not statistically significant
with one another, the accuracy over the test set, is also
reported. The models used for the ECG and ST features
were always the same together; some tests with different
combinations were constructed, but at best the same results
were obtained, and at worst a decrease in performance. From
this analysis, the best model can be identified as the one
which uses a Gaussian Process for the first phase, over both
ECG and ST features, and a Quadratic Discriminant Analysis
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Explain
Feature Permutation
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Explain
Feature Permutation
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Confusion Matrix 
on Train (CV)



Conclusions



• Classical ML can predict stress

• Multi-sensor might be better

• Best model: ECG + ST 

acc: 56.19%           f1: 61.85%

• No Deep Features here



Thank you!
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